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}) Introduction

2022 was an extremely eventful year for my authority,

in which it became clear that national and international
cooperation between data protection authorities is inevi-
tably becoming increasingly important.

In January, I assumed the chairmanship of the Confe-
rence of Independent Federal and State Data Protection
Supervisory Authorities (DSK). In the course of Ger-
many’s G7 Presidency, I invited the G7 data protection
supervisory authorities to a meeting in Bonn. I attended
the GPA conference in Istanbul as a member of the Exe-
cutive Committee of the Global Privacy Assembly (GPA),
the international association of national data protection
supervisory authorities. I chaired two meetings of the In-
ternational Working Group on Privacy in Technology in
Tel Aviv and London. In addition, numerous meetings of
the European Data Protection Board (EDPB) took place.
But first things first.

As chair of the DSK, I had set myself two priority topics
in addition to the organisational development of the
Committee (see 3.2.1): employee data protection and the
handling of patient data, especially in research. At three
interim and two main conferences, DSK resolutions were
drafted and adopted for both topics (see 3.2.4 and 4.1.4),
providing guidance to legislators and stakeholders on
possibilities and limitations in this area. In addition, we
dealt, among other things, with the national implemen-
tation of the decisions of the EDPB.

In the reporting year, the EDPB adopted a number of
important decisions on the uniform implementation and
application of the GDPR in the EU (see 3.3). The focus
here was on the transfer of data to third countries and
the handling of fines and the right of access. In additi-
on, things are finally moving forward with the lawsuits
against Meta (Facebook, Instagram, WhatsApp) that have
been on the table for far too long, all of which fall under
the lead jurisdiction of the Irish Data Protection Com-
mission (DPC). The DPC’s resolution proposals, which
were finally submitted in 2022, were in part considerably
tightened up by the EDPB, in particular at Germany’s
suggestion.
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Since 2021, the G7 data protection authorities have also
met to discuss important international issues within the
framework of the G7 consultations. While we still had

to meet virtually in 2021, this year I was able to invite

my G7 colleagues to join us in Bonn. One of the topics
was the further development of the international Data
Free Flow with Trust (DFFT) initiative, for which the G7
digital ministers had presented an action plan shortly
before. It was good to see that data protection authorities
beyond Europe have common ideas for the requirements
of DFFT.

The GPA also dealt intensively with the consequences of
globalisation and digitalisation at its conference in Istan-
bul. In a resolution on the future strategic direction of
the GPA, international cooperation, knowledge transfer
and the highest possible equivalent level of privacy and
data protection were formulated as goals.

In addition, many other committee meetings took place
at national and international level, which meant a lot of
time and work not only for me, but above all for my staff,
who are sought-after experts in these committees and
often have lead reporting responsibilities. This work is
necessary to further develop digitalisation in a positive,
trusting way and to harmonise data protection require-
ments.

In addition to committee work, consultation and monito-
ring continued to be a focus of my office’s work in 2022.

The EU’s legislative plans on the European digital rights
acts, the implementation of EU requirements in German
law and the Federal Government’s plans for further di-
gitalisation in the health, administration and communi-
cation sectors are keeping me and my office very busy. I
have complained and criticised time and again that data
protection is only considered and integrated into many
projects at a very late stage and, unfortunately, [ have to
do so again here. It is actually a simple recognition: tho-
se who think about and develop data protection from the
start have significantly fewer problems and objections,
and lower costs, than those who have to make costly



improvements later. We are also talking about unneces-
sary delays and costs in the range of years and millions
of euros.

In particular, the monitoring and consultations of
authorities and companies in the security sector are a
significant part of my legal mandate. In 2022, numerous
monitoring and counselling visits were again possible in
person, which clearly improves the work for both sides.
And, even though there were and still are individual
complaints and criticisms in this respect, I would also
like to state here that the persistence of my staff, but also
the understanding of the inspected authorities, has led
to some significant improvements (see Chapter 12).

The citizens’ right to information about administrative
actions also led to numerous enquiries and requests
for support to my office in 2022. The right to freedom
of information is still a troublesome nuisance for many
public authorities. That is why we are working hard to
create more understanding for civil rights and their
implementation. The transparency law planned by the
governing coalition could bring progress in this regard,
which is why I will urgently participate in the consulta-
tion on the law and have already made several proposals
for its content.

In 2023, I will also chair the Conference of Freedom of
Information Commissioners in Germany (IFK). My aim
is also to campaign from this position for more transpa-
rency in administrative action and for people’s right to
information.

This brief outline of some important topics in 2022 is
only a part of the diverse work of my office. With the
continuing digitalisation of all areas of life and work

and the associated processing of data, some of which is
highly sensitive, my authority will be faced with more
and more work in the future. I can only do this work
thanks to my extremely motivated and committed staff. I
would like to take this opportunity to express my sincere
thanks for their commitment, profound knowledge and
willingness to help. The same goes for the dedicated
official and company data protection officers with whom
we are privileged to work, a committed civil society

that cooperates with us and the citizens who exercise
their rights and bring abuses to our attention. Last but
not least, I would like to thank the German Bundestag,
especially the budget rapporteurs for the BfDI (Federal
Commissioner for Data Protection and Freedom of
Information) budget, for always listening to us and for
supporting our work.

Prof. Ulrich Kelber
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g) Recommendations

2.1 Summary of recommendations
for the 31st AR

I recommend that the federal government enact an
Employee Data Protection Law that clearly regulates, for
example, the use of Al in the employment context, the
limits of behavioural and performance monitoring and
typical data processing in the application and selection
process (see 3.2.4).

In our opinion, it is still not poss ible to use Facebook fan
pages in a way that complies with data protection laws.

I therefore recommend switching off the fan pages. (s.
4.3.1)

I recommend the federal government to push for a sub-
stantial revision of the draft regulation on chat monito-
ring in conformity with fundamental rights and other-
wise to reject the draft regulation altogether. (s. 4.4.1)

In order to legally secure the use of Al in the field of law
enforcement and security, I recommend that the legisla-
ture conduct a comprehensive, empirical and interdisci-
plinary review by a commission of experts. (s. 4.4.2)

I recommend that the introduction of data fiduciaries on
the basis of the TTDSG (Telecommunications Telemedia
Data Protection Act) be fundamentally revised and im-
plemented in conformity with the GDPR. (s. 5.5)

I recommend merging the Freedom of Information Act
and the Environmental Information Act (and, if possible,
also the Consumer Information Act) and further develo-
ping them into a Federal Transparency Act with proac-
tive publication obligations. In a Federal Transparency
Act, the Freedom of Information Commissioner needs
ordering and enforcement powers in order to be able to
act in case of conflict. (see. 6.3)

I recommend that the legislature use the upcoming
evaluation of the Security Clearance Act (SUG) to develop
a coherent overall concept for personal screening at the
federal level. Instead of a sprawling application of the
opening clause to entire authorities, different clearance
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formats outside the SUG as well as multiple reviews due
to different activities, the scope of the law should be
redefined. (see. 7.10)

In view of their established low utilisable value, I
continue to recommend that the legislature abolish the
Anti-Terrorism Filing System and the Right-Wing Extre-
mism Filing System. (see. 9.2.4)

I recommend to the legislator that a legal clarification be
made regarding the responsibility for reservists between
the BAMAD (Federal Office for the Military Counter-In-
telligence Service) and the BfV (Federal Office for the
Protection of the Constitution). (see. 9.2.10)

I recommend reviewing the integration of videos on
federal websites and implementing data protection-com-
pliant alternatives to the widespread practice of integra-
tion using YouTube. (see. 12.2)



2.2 Recommendations of the 30th Activity Report

Recommendations of the 30th Activity Report  Status of implementation

| recommend that the federal government In the ongoing legislative process, my comments on
address institutionalisation of the DSK and the institutionalisation of the DSK and the improved
improve the mandatory cooperation between cooperation of the German data protection supervi-

the German data protection supervisory autho-  sory authorities have been partially implemented to

rities announced in the coalition agreement by  date. Within the current legislative period, howe-

taking the corresponding legislative measures ver, | will continue to advocate in particular for the

as soon as possible. (30th AR No. 3.1.1, 5.7) creation of both regulations for the binding nature of
intra-German cooperation at the DSK level and the
legal framework conditions for the establishment of
a permanent DSK office in the BDSG (Federal Data
Protection Act).

I recommend reviewing the methods and basic ~ No reference to testing and adjustment.
data for reporting vaccinations and vaccination
rate monitoring. (30th AR No. 4.1.9)

| recommend that the BMG (Federal Ministry So far, no suitable authority, no plans known.
of Health) provide for - and, if necessary,

create - a suitable authority for the operation

of the implant register, which can take over the

register operation in the long termin a legally

secure and data protection-compliant manner

without conflicts of interest. (30th AR No. 5.10)

| recommend structuring the development of No plans known on the structure to date.
the “common data infrastructure” in a decen-

tralised manner for the genome sequencing

model project and providing for event-related

data access in each case instead of double data

storage. (30th AR No. 6.6)

I recommend that company data protection There have been no corresponding amendments
officers’ right to inspect the security files kept to the SUG so far. However, an amendment is being
in a company, the addressee for a complaintin  planned.

the non-public sector, the scope of measures

relating to security checks pursuant to Section

33 of the SUG and the transfer of data in the

so-called visit monitoring procedure be regula-

ted by the SUG. (30th AR No. 6.21)

In view of the fact that they have proven to be So far, there is no indication that the two databases
of little value, | continue to recommend that will be abolished.

the legislature abolish the Anti-Terrorism Filing
System and the Right-Wing Extremism Filing
System. (30th AR No. 8.1.1)

Recommendations from older Activity Reports and their implementation status can be found at
www.bfdi.bund.de/tb-empfehlungen.
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§) Committees

3.1 Overview of committee work

Whether national, European or global: important deci-
sions are now no longer made individually by individual
supervisory authorities, but increasingly in commit-
tees. Accordingly, the work in these and the various as-
sociated (sub-)working groups also takes up a large and
important part of my work. In doing so, I try - wherever
it is possible and makes sense - to get actively involved
in the committee work as chair or rapporteur.

At the national level, the Data Protection Conference
(Conference of Independent Federal and State Data
Protection Supervisory Authorities) is probably the most
important and largest part of my committee work. The
work takes place not only in the two main and three
interim conferences held annually at plenary level, but
above all in the many working groups, sub-working
groups and taskforces. In the reporting period, this
included more than 50 groups in which my colleagues
were represented; in twelve groups even as chair.

The European Data Protection Board and its many
sub-working groups are another essential area of my
committee work. In addition to the now 15 or so plenary
meetings a year, my office is also represented in twelve
sub-working groups and two taskforces. The BfDI takes
on the role of chair/coordinator in a working group. In
addition, my colleagues took on main reporting tasks in
two cases and co-rapporteur tasks in three cases, as well
as working in drafting teams in another two cases. In
this way, we were able to exert considerable influence on
the results of these committees.

The added value of networking and joint work is also
becoming increasingly relevant at the international
level. Here, of course, the international data protecti-
on conference known as the Global Privacy Assembly
should be mentioned first and foremost. As a member
of the Executive Committee, I play a key role in steering
and guiding the conference and its goals.

The G7 Data Protection Roundtable, a new body intro-
duced in 2021, is also increasingly important. Here, the
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chairmanship changes annually - analogous to the other
G7 events - such that I was able to welcome my col-
leagues to the conference in Bonn this year. Besides this
main event, however, there are many other preparatory
meetings at working level.

In 2021, I assumed the chair of the International
Working Group on Privacy in Technology, which is also
called the “Berlin Group” after the place where it was
founded and meets twice a year.

Together with participation in the Council of Europe’s
Data Protection Working Party T-PD and several other
national and international roundtables, advisory boards
and the like, this brings my office to a three-digit number
of committee participations per year.

3.2 The Conference of Indepen-
dent Federal and State Data Pro-
tection Supervisory Authorities
(DSK)

The DSK is the association of independent federal and
state data protection supervisory authorities. It pursu-
es the goal of protecting fundamental data protection
rights, achieving a uniform application of European and
national data protection law and jointly advocating for
its further development.

In 2022, T assumed the annually rotating chairmanship.
The 103rd DSK took place in the Weltsaal of the Federal
Foreign Office in Bonn and the 104th DSK took place in
the former guest house of the federal government at
Petersberg. The first interim conference was held as a
video conference due to the pandemic. The two other
interim conferences took place on the premises of the
Federal Press Conference in Berlin.

Four resolutions were adopted on the topics of erasure
moratoria in parliamentary investigation committees,

data protection and scientific research, employee data
protection as well as the Petersberg Declaration on



Group picture of the participants of the 104th DSK on the Petersberg

Research Data and five resolutions on various indivi-
dual issues such as data protection-compliant online
commerce, the commissioned processing agreement on
Microsoft 365, processing of personal data in connec-
tion with the institution-based vaccination obligation
and on the impact of the new consumer regulations on
digital products in the BGB (German Civil Code) on data
protection law.

In addition, the DSK revised its guidance on the proces-
sing of personal data for direct marketing purposes un-
der the GDPR and for telemedia providers and adopted
FAQs on Facebook’s fan pages.

Cross-references:

3.2.4 New DSK resolution on the Employee Data Pro-
tection Law, 3.2.5 Moratorium on file destruction and
data deletion, 3.2.6 Guidelines on Advertising 2.0, 4.1.4
Petersberg Declaration

3.2.1 DSK chairmanship and DSK 2.0

The Data Protection Conference (DSK) performs an
indispensable interface function in coordinating the
supervision of federal and state data protection super-
visory authorities. However, this role also brings with
it particular challenges - especially in terms of internal
organisation - if effective work is to be ensured. First

steps for necessary adjustments were initiated in 2022
under my chairmanship.

At the beginning of the year, I assumed the chairmans-
hip of the Conference of Independent Federal and State
Data Protection Supervisory Authorities (DSK) for one
year. In addition to the substantive focus of my chair-
manship, which concerned the topic of research data
(cf. 4.1.1. - 4.1.4), I was also concerned with the further
development of the body via the general organisation of
the work of the DSK and the orientation of its conferen-
ces.

As I explained in the last Activity Report, there is agree-
ment within the DSK to reform the body and, based on
the results of the DSK 2.0. Working Group, to submit its
own proposals for this (cf. 30th AR 3.1.1). As the chair, I
have actively tried to advance this process. In this cont-
ext, it is my ongoing endeavour beyond the term of office
as DSK chair to dispel any reservations about the federal
structure and to develop viable joint solutions through
pragmatic, goal-oriented offers.

An accusation heard again and again - sometimes,
unfortunately, justifiably - is that the federal structure of
data protection supervision in Germany leads to incon-
sistent interpretations and applications of the applicable
law. However, for the acceptance of the work of the data
protection supervisory authority and its weight in the
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public eye, it is essential to act as uniformly as possible
and thereby convey a high degree of legal certainty.
Therefore, I consider it an important signal that the DSK
introduced binding majority decisions this year with an
amendment to its rules of procedure. In future, resolu-
tions adopted by a two-thirds majority will be binding
for all members of the DSK.

Other results of the DSK 2.0. Working Group include that
the DSK must work less reactively and more actively.
Fast, reliable answers and decisions on current and fu-
ture data protection issues and participation in the data
protection policy discourse in real time require efficient
structures and processes.

I am therefore glad that the DSK has agreed on the
formation of a presidium for its strategic-planning and
content-related operational management, both internal-
ly and externally. From 2023 onwards, the DSK shall be
chaired as a collegial body, initially on a trial basis, by a
presidium consisting of the previous year’s, the current
year’s and the next year’s chair. This will be supplemen-
ted by the two representatives in the European Data
Protection Board (EDPB), which also includes the BfDI.
This ensures that all information flows quickly from the
federal level, the federal states and directly from the
EDPB as the central body of European data protection.

In my opinion, the success of the work of the presidium
and the plenary meeting of the DSK also depends on
the creation of a joint office to support the chair and the
future presidium and to contribute to a further profes-
sionalisation and acceleration of the work of the DSK.

I have offered to set up the office at the Single Contact
Point (ZASt) affiliated to my office. Already today, the
ZASt provides coordinating and supporting activities for
the federal and state supervisory authorities in matters
of cross-border cooperation with the European super-
visory authorities and the EDPB. Due to this wealth of
experience and the partly overlapping and/or comple-
mentary areas of responsibility for a future office, I see
considerable synergy effects and efficiency gains for the
work of the DSK. Due to the organisational separation
from my office’s tasks as supervisory authority, which

is supported by law, the ZASt can continue to act as an
independent administrator in the interests of all German
data protection supervisory authorities, even in its new
role as the office of the DSK.

Unfortunately, by the time of going to press, no agree-
ment was reached on the introduction of an office. I as-
sume, however, that the topic will continue to be advan-
ced next year under the chairmanship of my colleague
from Schleswig-Holstein. As the BfDI, I will continue to
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support all initiatives that contribute to a goal-oriented
reform of the DSK.

Cross-references:

4.1 Research data

3.2.2 DSK Sovereign Cloud Taskforce

Sovereign clouds are intended to strengthen the digital
sovereignty of cloud users and reduce their dependen-
ce on individual cloud providers. Ultimately, however,
this has so far been primarily a marketing term which
- defined by the providers themselves - does not allow
any binding conclusions to be drawn about the actual
offer. On my initiative, the DSK has therefore founded
the Sovereign Cloud Taskforce, which is to fill this term
with life from a neutral position. At the 104th DSK in
November 2022, it presented a position paper with
requirements for sovereign clouds, which can support
users in the future in the choice of cloud services used
and providers in the design of their offers.

Cloud computing has become an integral part of today’s
IT landscape. In outsourced operations, many users see
the potential for savings and reduced effort. However,
it also entails the risk of increasing dependencies, since
data storage and processing are no longer under the
direct control of the users. Against the background of a
growing need for digital sovereignty, users are increa-
singly asking themselves to what extent such a relati-
onship of dependency is acceptable, especially when it
comes to processing personal data for which users are
responsible under data protection law. Cloud provi-
ders are responding to this need by offering so-called
sovereign clouds, although this term is not universally
defined; the sovereignty of interpretation as to what
constitutes a sovereign cloud has so far been left to the
respective providers.

Sovereign Cloud Taskforce

On my initiative, the Sovereign Cloud Taskforce was
established at the 103rd DSK in Berlin in March 2022. Its
initial aim was to define the term “sovereign cloud” from
a neutral position, to differentiate it from other cloud
offerings and to set out requirements that a cloud must
meet in order to be considered sovereign. In November
of the same year, the taskforce I chaired submitted a po-
sition paper, which was approved by the 104th DSK and
formulates requirements and expectations for sovereign
clouds from a data protection perspective. The central
premises are that the rights and freedoms of data sub-
jects are central in the context of the processing of their
personal data and that digital sovereignty requires com-
pliance with applicable data protection law, with the re-



quirements themselves going beyond mere data protec-
tion compliance. From my point of view, it is particularly
important to note that in a sovereign cloud, processing
that is solely in the interest of the provider is excluded.
This excludes financing models in which payment is
ultimately made with personal data. A corresponding
assurance must be effective at least far enough into the
future that users have the option of switching to a cloud
offering that preserves their sovereignty. In order to cre-
ate this possibility of switching at all, I continue to see
the use of open standards, or at least the availability of
documented interfaces, as indispensable. Ideally, these
interfaces also enable the exchange of individual com-
ponents of the cloud service offered, so that users can
choose the implementation that best suits them. This
may even be one where they have the opportunity to do
their own audit thanks to available source code.

A very important topic that I have again dealt with
intensively in this reporting year is the influence of third
countries (states outside the EU) on cloud providers.
Here, the Taskforce asserts in its position paper that
clouds can only be considered sovereign if third coun-
try influence can be completely excluded and effective
enforcement of contractually agreed obligations is gua-
ranteed. From the EU’s perspective, this results, among
other things, in the requirements that both the regis-
tered office and the server location of sovereign cloud
providers and their commissioned processors must be
located within the EU. To ensure that users do not end up
relying on assurances, providers must offer them the op-
portunity to verify compliance with these requirements
and actively participate in such verification. Furthermo-
re, I consider verification through certification as an ef-
fective confidence-building measure. With such a cloud,
data protection-compliant, sovereignty-preserving IT
operations can succeed.

3.2.3 DSK Microsoft Working Group

Hardly any software product is used as widely as
Microsoft Office, increasingly also in its cloud-based
variant MS 365. Those responsible are faced with the
problem that MS 365 is repeatedly criticised because of
data protection concerns. In order to provide greater
clarity and to be able to give those responsible specific
recommendations, the Conference of Federal and State
Data Protection Supervisory Authorities (DSK) has
conducted an intensive dialogue with Microsoft - with
sobering results.

1 https://datenschutzkonferenz-online.de/beschluesse-dsk.html

The DSK started a dialogue series with Microsoft at the
end of 2020 under the leadership of the supervisory
authorities of Bavaria (State Office for Data Protection
Supervision LDA) and Brandenburg (until the end of
January 2022). In addition, the supervisory authorities of
Berlin, Schleswig-Holstein, Saxony, Mecklenburg-Wes-
tern Pomerania, Baden-Wiirttemberg, Hesse, North Rhi-
ne-Westphalia and my office also contributed. The talks
focused on the contractual bases for online services,
which include the well-known Microsoft 365, as well as
practical implications of the ECJ’s case law on internatio-
nal data transfer (Case C-311/18 “Schrems II”).

The DSK had already identified points of criticism of the
contractual basis in the run-up. Within the framework
of the dialogue with Microsoft, some points were able to
be remedied from the DSK’s point of view. However, the
most serious problems remain.

The use of personal data from commissioned processing
for Microsoft’s own purposes is particularly critical. A
viable legal basis is necessary for this type of use. The
examination of such a legal basis requires knowledge of
the nature of the data processed and the corresponding
specific purpose of the processing. However, on the
basis of the current “Data Protection Supplement of 15
September 2022” provided by Microsoft, this examinati-
on cannot be conclusively carried out.

Responsible parties who want to use Microsoft 365 have
the obligation to prove that their use complies with data
protection requirements. As long as Microsoft does not
create the necessary transparency, users will remain

in the dark about what is happening with their data.

The DSK has therefore come to the conclusion that data
protection-compliant use of Microsoft 365 is not possible
on the basis of the current data protection supplement.
Further information can be found in the summary of the
report of the DSK’s “Microsoft Online Services” working
group.!

Under European law, the lead competent data protection
supervisory authority for Microsoft and the data proces-
sing associated with MS 365 is the Irish data protection
supervisory authority DPC, as Ireland is Microsoft’s main
location in Europe. However, the BfDI and the German
state data protection authorities are responsible under
data protection law for the use of MS 365 (and other
software) by the bodies they control, hence the focus of
the working group.
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3.2.4 New DSK resolution on the Employee
Data Protection Law

The increasingly rapid digitalisation of the world of
work is a reality. Unfortunately, the current legal frame-
work for employee data protection does not do justice
to this. The general clause of Section 26 of the Federal
Data Protection Law (BDSG) is not sufficient to provide
employees with adequate protection of their personal
rights. The uncertainty that exists among all parties in-
volved regarding the question of which data processing
in the employment relationship is legally permissible
and which is not, requires a clear and differentiated
solution. In its resolution of April 2022, the DSK calls on
the legislator to present an Employee Data Protection
Law in a timely manner.

The DSK had already called for the creation of an Em-
ployee Data Protection Law in 2014 (cf. 25th AR No. 9.3.1
and Annex 9). In the meantime, new regulations on em-
ployee data protection have become more urgent than
ever, because the current provision of Section 26 of the
BDSG is not sufficient against the background of current
technical developments. It is too vague, leaves too much
room for interpretation, is not sufficiently practicable,
normatively clear and appropriate. As a result, it leads
to ambiguities about the permissibility of processing
personal data in the employment context for employers,
employees, applicants, staff representatives and courts.
Moreover, practices that violate workers’ need for pro-
tection remain possible. More far-reaching regulations
are necessary and overdue. The federal government has
also recognised this and committed itself in the coaliti-
on agreement to creating regulations on employee data
protection in order to achieve legal clarity for employers
as well as employees and to effectively protect personal
rights. According to the federal government, a draft

bill is to be prepared under the joint leadership of the
Federal Ministry of Labour and Social Affairs (BMAS)
and the Federal Ministry of the Interior (BMI), with

the BMAS having the technical lead. Cornerstones will
be developed in the run-up to this. The independent
advisory board on employee data protection set up by
the BMAS, of which [ was a member, also comes to the
conclusion that the creation of an independent emplo-
yee data protection law is necessary.

In its resolution “The Time for an Employee Data Pro-
tection Law is ‘Now’!” of 29 April 202222, the DSK calls
for the creation of regulations under employment data
protection law within the framework of an independent
law, at least in the following areas:

Use of algorithmic systems including artificial intelli-
gence (AI)

The limits and framework conditions of the use of
algorithmic systems in the employment and application
context should be regulated by law. Due to the existing
relationship of dependency, employees and applicants
are particularly in need of protection in this respect. In
addition to the Hambach Declaration of the DSK and
the “Criticality Pyramid” developed by the Data Ethics
Commission (see 28th AR, Nos. 4.4. and 4.6), the current
developments on the creation of an EU legal framework
for Al should also be taken into account. Anti-discrimi-
nation or transparency requirements as well as impro-
ved possibilities of law enforcement also require legal
standardisation.

Limits of behavioural and performance monitoring

The limits of behavioural and performance monitoring
should be regulated by law, for example for access to and
evaluation of emails and other IT data of employees by
employers, for the use of geo-information systems (GPS
tracking) and biometric procedures in the employment
relationship or regulations on the use of video surveil-
lance. Secret surveillance in the employment relations-
hip or continuous monitoring of workers’ behaviour
should be prohibited.

Supplements to the framework of consent

Standard examples of the inadmissibility of the use of
consent for the processing of employee data are, for
example, important.

Rules on data processing on the basis of collective
agreements

The legislator should clarify whether collective agree-
ments can form additional legal bases for data proces-
sing in the employment relationship.

Regulations on the relationship between Sections 22
and 26 of the BDSG and on Articles 6 and 9 of the GDPR

The DSK recommends the creation of clear, specific
regulations for the processing of special categories of
personal data in the employment relationship, such as
health data.

Prohibitions on the use of evidence

The DSK is in favour of a legal standardisation of a pro-
hibition on the use of evidence for unlawfully processed
employee data.

Data processing in application and selection procedu-
res

2 Theresolution of 29 April 2022 can be found at: https://www.bfdi.bund.de/entschliessungen
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The typical data processing situations in application and
selection procedures should also be regulated.

Against the background of this resolution, the Adviso-

ry Council Report and the current plans of the federal
government, I am optimistic that the Employee Data
Protection Law is now on the right track right. Within
the framework of the upcoming legislative process, I
will continue to advocate for a fair balance between the
constitutionally protected interests of employers and the
equally protected right to informational self-determina-
tion of employees.

I recommend that the federal government enact an Em-
ployee Data Protection Law that clearly regulates, for
example, the use of Al in the employment context, the
limits of behavioural and performance monitoring and
typical data processing in the application and selection
process.

3.2.5 Document destruction and data erasure
moratorium

At the end of 2012, it became known that the Federal Of-
fice for the Protection of the Constitution had destroyed
files on the so-called NSU (National Socialist Underg-
round terror group). Subsequently, the chairman of the
NSU investigation committee of the Bundestag therefo-
re asked that no files related to right-wing extremism
be destroyed. A comprehensive file destruction and
erasure moratorium was declared at the federal level.
Contrary to the original intention to lift the moratori-
um, it is now to be extended again.

Parliamentary investigation committees want to ensure a
sufficient data basis for their investigative work. For this
purpose, they are issuing so-called erasure moratori-
ums, among other things. These prohibit police autho-
rities and intelligence services from deleting such data
that relates to the subject of the investigation. Especially
for the investigative committees looking into right-wing
extremist terrorism by groups such as the so-called NSU,
the interest of the parliamentary investigative commit-
tees in receiving personal data is particularly under-
standable and weighty.

Nevertheless, there is criticism of the erasure morato-
ria. This is because they do not name specific files or
records, but describe a subject area in general. There-

fore, the scope and the circle of further stored data are
difficult to delimit. As a result, the authorities continue
to store personal data on a large scale that should actual-
ly be deleted. Erasure moratoriums thus encroach on the
fundamental rights of data subjects. These interventions
are particularly intensive if the persons actually have no
relation to the subject matter of the investigation or the
data would even have to be deleted. Normally, it is preci-
sely the data that the authorities no longer need for their
tasks, e.g., because a suspicion against data subjects has
not been substantiated, that is to be deleted. Therefore,
a moratorium on erasure, which is aimed precisely at
preserving such data that should actually be deleted, is a
particularly sensitive intervention. Despite this particu-
lar sensitivity, there are no legal foundations to date that
regulate the processing of personal data by the autho-
rities for the purpose of conducting a parliamentary
investigative committee.

Together with the data protection supervisory authori-
ties of the federal states, I therefore adopted a resolution
in March 2022 calling for data protection through clear
guidelines and processing restrictions for public autho-
rities.3

In it, the DSK appeals to the federal and state legislators
to provide the security authorities with clear legal guide-
lines on how to deal with data to be deleted in the event
of an erasure moratorium. These must secure access to
the data for the investigative committees. At the same
time, it must be ensured that the data is completely
withdrawn from the administrative execution of the
authority. 3

Some state legislatures have already acted accordingly.
The Federal Ministry of the Interior and Home Affairs
(BMI) recently informed me that it welcomes legal bases
for a processing restriction for the parliamentary pre-
servation of evidence. However, the initiative must come
from the Bundestag itself. This had been pointed out

in a letter to the Committee on the Interior and Home
Affairs. However, the BMI considers a moratorium on
deletions to be legally compliant and necessary even wi-
thout a clear legal basis. It therefore remains to be seen
whether the federal legislature will act.

3.2.6 Guidelines on Advertising 2.0

What is advertising? What is direct marketing? What
does the GDPR regulate? The DSK has published guidan-
ce on the main principles of the GDPR with regard to
direct marketing.

3 Resolution “Parliamentary Investigative Committees and Erasure Moratoria: Data Protection through Clear Guidelines and Processing Restrictions for Public
Authorities” Resolution of 23 March 2022 available at www.bfdi.bund.de/entschliessungen
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The Data Protection Conference published new guidan-
ce on the most important data protection principles

for direct marketing in February 2022. The guidance
builds on the application notes of the DSK from 2018 on
the processing of personal data for advertising purpo-
ses, taking into account the GDPR regulations and the
regulations of the Unfair Competition Act (UWG). The
GDPR itself does not contain any relevant rules for direct
marketing. In the guidance, the DSK has now defined the
terms “advertising” and “direct marketing”, for example.
Essentially, it covers five thematic areas:

Weighing of interests in direct marketing,
Information requirements,
Consent to data processing for direct marketing,

Practical case studies,

v v v v

Advertising contradiction.

The “Guidance of the Supervisory Authorities on the Pro-
cessing of Personal Data for Direct Marketing Purposes
under the General Data Protection Regulation (GDPR)” is
available on the website of the DSK.*

3.3 European Data Protection
Board

The European Data Protection Board (EDPB) is an
independent European body that contributes to the
consistent application of data protection rules across the
European Union and promotes cooperation between EU
data protection authorities. I have already explained the-
se tasks in more detail in my previous Activity Reports.
As the joint representative of all German data protection
authorities, the BfDI is a member of the Board. More
details can be found on my website.®

More Information about EDPB
can be found here:

(Scan QR-Code or click)

3.3.1 General report

In the reporting year, the European Data Protection
Board (EDPB) further intensified its work on a uniform
application of the General Data Protection Regulation
(GDPR) throughout Europe. Guidelines were adopted
and statements were made. Cross-border cooperati-

on was also further intensified, especially by way of
coordinated enforcement action by several supervisory
authorities. In addition, five dispute resolution procee-
dings were decided and others are pending.

In 2022, the EDPB further consolidated its high density
of plenary meetings and held a total of 15 conferences,
alternating between video conferences and face-to-face
meetings in Brussels. In addition, there were nume-
rous meetings of the EDPB working groups (expert
subgroups). Furthermore, a high-level meeting of EDPB
members took place in April with the aim of improving
cooperation in data protection enforcement at the Euro-
pean level.

One focus of the work in this reporting year was again
on the development of guidelines and recommendations
pursuant to Art. 70 of the GDPR for the uniform imple-
mentation of the GDPR in Europe. In addition, the Board
adopted numerous statements in the consistency proce-
dure under Art. 64 of the GDPR and issued statements in
legislative procedures together with the European Data
Protection Supervisor (EDPS). In my last two Activity
Reports (30th AR No. 3.2.1, 29. AR No. 3.2), I referred to
initial decisions against world-leading tech companies.
There have also been further developments here.

The EDPB has also continued to implement its strategy
for the years 2021 to 2023 (cf. No. 3.3.2 below). One focus
was on coordinated mechanisms for enforcing data pro-
tection at European level in cross-border situations.

Guidelines, recommendations and statements/cohe-
rence procedures

The EDPB adopted numerous guidelines and statements
in the reporting year®, on which I regularly worked as
rapporteur or co-rapporteur. As a rule, these were sub-
ject to public consultation in order to maintain transpa-
rency.

- Guidelines 01/2022 on data subject rights - Right
of access aim to analyse the different aspects of
the right of access under Art. 15 of the GDPR and
to further specify how the right of access is to be
implemented in practice. Among other things, the

4 https://www.datenschutzkonferenz-online.de/media/oh/OH-Werbung_Februar%202022_final.pdf

5  https://www.bfdi.bund.de/edsa

6 Guidelines and statements of the EDPB: https://edpb.europa.eu/our-work-tools/general-guidance/guidelines-recommendations-best-practices_en
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guidelines include clarifications on the scope of the
right of access, the information that controllers must
provide to the data subject and the main modali-

ties for granting access. In addition, the concept of
manifestly unfounded or excessive application is
explained.

Guidelines 02/2022 on the application of Article 60
GDPR are intended to further harmonise the applica-
tion of the legal provisions on the cooperation pro-
cedure between the lead supervisory authority and
other supervisory authorities concerned (“one-stop
shop mechanism”). The guidelines are intended to
help supervisory authorities interpret and apply their
own national procedures in a way that is consistent
with and interlocks with this cooperation procedure
(see also No. 3.3.7).

Guidelines 03/2022 on dark patterns in social media
platform interfaces: how to recognise and avoid
them provide practical recommendations for the
development and use of such platforms and on how
to assess and avoid “dark design patterns” on user
interfaces that violate the GDPR. Dark patterns (hen-
ceforth: “deceptive design patterns”) influence users’
behaviour and their ability to effectively protect their
personal data.

Guidelines 04/2022 on the calculation of administ-
rative fines under the GDPR harmonise the existing
practices of data protection authorities and also pro-
vide uniform “starting points” for the calculation of
a fine. Three aspects are taken into account here: the
nature (category) of the infringement, its seriousness
and the turnover of the company concerned.

Guidelines 05/2022 on the use of facial recognition
technology in the area of law enforcement provide
guidance to legislators at EU and national level, as
well as law enforcement agencies, on the introduc-
tion and use of such technologies. In it, the EDPB

fact that amicable settlements in the Member States
partly do not exist at all or are regulated and handled
very differently.

Guidelines 07/2022 on certification as a tool for
transfers explain the practical application of trans-
fers of personal data to third countries or interna-
tional organisations on the basis of certification. In
addition to the general guidelines for certification
and accreditation under the GDPR, these guidelines
focus on the specific aspects of certification as a tool
for third country transfers (cf. No. 3.3.10 below).

Guidelines 08/2022 on identifying a controller or
processor’s competent supervisory authority have
been adapted with regard to the identification of a
“principal establishment” for the joint responsibili-
ty situation within the meaning of Article 26 of the
GDPR.

Guidelines 09/2022 on personal data breach notifica-
tion under GDPR have been adapted for cases where
controllers do not have their own establishment in a
Member State. The existence of a representative in

a Member State is not sufficient to benefit from the
one-stop shop mechanism. Therefore, such a cont-
roller must contact the supervisory authority of each
member state in which it operates.

Recommendations 1/2022 on the application for
approval and on the elements and principles to be
found in controller-binding corporate rules (Art.

47 of the GDPR) contain an update of the existing
“BCR-C-Referential”, which contains criteria for the
approval of controller-binding internal data protec-
tion rules, and merge it with the related standard ap-
plication form. The new recommendations build on
the agreements that data protection authorities have
reached in the course of authorisation procedures for
specific BCR applications since the GDPR came into
force and incorporate the requirements of the ECJ’s
Schrems II ruling.

reiterates, among other things, its call for a ban on
the use of facial recognition technologies in certain

In the coherence procedure, the EDPB has drafted nu-
merous statements. These largely concern:

cases, e.g., the remote biometric identification of . . .
. . . - bindinginternal data protection rules submitted by
natural persons in publicly accessible spaces.

Member States (Art. 47 GDPR),
Guidelines 06/2022 on the practical implementation
/ P P > the accreditation of certification bodies (Art. 43(3) GDPR)

of amicable settlements are intended to help elimi- and

nate differences in the treatment of data subjects and
enforcement measures at national level in the event
of termination of proceedings by amicable settle-
ment. These differences have so far resulted from the

- bodies to monitor compliance with codes of conduct
(Art. 41 GDPR).
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For the first time, the EDPB also issued a statement on
approved criteria of a German company for the pan-Eu-
ropean certification of processors (Opinion 25/2022 re-
garding the European Privacy Seal (EuroPriSe) certificati-
on criteria for the certification of processing operations
by processors).’

In the context of the consultation in the legislative pro-
cedure, two joint state ments of the EDPB and the EDPS
are particularly noteworthy:

- Inthe Joint Opinion 04/2022 on the Proposal for a
Regulation of the European Parliament and of the
Council laying down rules to prevent
and combat child sexual abuse, the EDPB and the
EDPS made it clear that the proposal may pose more
risks of interference with fundamental rights of
individuals, and thus for society as a whole, than
ensuring a successful fight against child sexual
abuse. While fully supporting the objectives and
intentions of the proposal, the EDPS and the EDPS
are concerned that it could be used as a basis for a
general and indiscriminate screening of the content
of virtually all types of electronic communications
(see also No. 4.4.1).

- In Joint Opinion 03/2022 on the Proposal for a Regu-
lation on the European Health Data Space, the EDPB
and the EDPS endorsed the idea of strengthening
individuals’ control over their personal health data
as enshrined in the proposal. At the same time, ho-
wever, the EDPB and the EDPS see a risk that the pro-
tection of privacy and data protection rights could be
weakened. This danger exists above all with regard
to the categories of personal data and the purposes
associated with the so-called secondary use of data
(cf. No. 5.1 below).

Decisions in dispute settlement proceedings

In July, the EDPB issued a decision in the dispute reso-
lution procedure on the Irish Supervisory Authority’s
(DPC) proceedings against Meta Ireland (Binding Decisi-
on 2/2022 on the dispute arisen on the draft decision of
the Irish Supervisory Authority regarding Meta Plat-
forms Ireland Limited (Instagram) under Article 65(1)(a)
GDPR)®. The EDPB therein obliged the DPC to establish
an additional breach of Art. 6(1) GDPR because Ins-
tagram cannot rely on the necessity of the performance
of the contract (Art. 6(1)(b) GDPR) or legitimate interests
(Art. 6(1)(f) GDPR) as a legal basis for the processing of
personal data related to children’s user accounts. Con-

sequently, the DPC was directed to reassess its planned
remedies in line with the EDPB’s conclusions to take
account of the additional breach and to ensure that Ins-
tagram fully implements the commitments. With regard
to the calculation of the amount of the fine, the EDPB
instructed the DPC to ensure that the final amounts of
the fines imposed were effective, proportionate and
dissuasive. Accordingly, the fine had to be increased sig-
nificantly. As a result of this EDPB decision, the DPC has
imposed a fine of €405 million on Instagram. The EDPB’s
decision was based on so-called “authoritative and
substantiated” appeals, which were also filed by several
German supervisory authorities, including my authority,
under the auspices of the Hamburg Commissioner for
Data Protection and Freedom of Information.

Already in June 2022, the EDPB issued a decision in the
dispute resolution procedure on the proceedings of

the French supervisory authority (CNIL) against Accor
SA (Decision 01/2022 on the dispute arisen on the draft
decision of the French Supervisory Authority regarding
Accor SA under Article 65(1)(a) GDPR).? This obliges the
CNIL to recalculate the fine to be imposed on Accor SA.
The fine was imposed because Accor had unlawfully
embedded cookies on its website.

The EDPB issued three further dispute resolution deci-
sions regarding Meta Platforms Ireland Limited (Meta
IE) in December 2022. The binding decisions address
important legal issues arising from the draft decisions
of the Irish DPC as lead regulator in relation to Meta

IE platforms Facebook, Instagram and WhatsApp. I
consider these decisions to be incompatible with the
requirements of the GDPR and had accordingly appealed
against the decision on WhatsApp as the supervisory
authority concerned. In the two decisions against Meta
IE, the EDPB disagreed with the DPC’s proposed con-
clusion that Meta IE was not legally obliged to rely on
consent to carry out the processing activities related to
the provision of its Facebook and Instagram services.
This could not be categorically ruled out without further
investigation.

Therefore, the EDPB decided that the DPC must conduct
a new investigation. In addition, the EDPB directed the
DPC to establish a violation of the principle of fairness
in both final decisions and to take appropriate correc-
tive action. The EDPB also found serious breaches of
transparency obligations and that Meta IE had presented
its services to users in a misleading manner. In terms of
fines, the EDPB instructed the DPC to impose a signifi-

7 EDPB statement: https://edpb.europa.eu/our-work-tools/our-documents/opinion-board-art-64/opinion-252022-regarding-european-privacy-seal_en
8 Decision in the dispute resolution procedure: https://edpb.europa.eu/system/files/2022-09/edpb_bindingdecision_20222_ie_sa_instagramchildusers_en.pdf
9  https://edpb.europa.eu/system/files/2022-08/edpb_binding_decision_01_2022_accor_en_redacted_en.pdf

18 / 31st Activity Report 2022


https://edpb.europa.eu/our-work-tools/our-documents/opinion-board-art-64/opinion-252022-regarding-european-privacy-seal_en
https://edpb.europa.eu/system/files/2022-09/edpb_bindingdecision_20222_ie_sa_instagramchildusers_en.pdf
https://edpb.europa.eu/system/files/2022-08/edpb_binding_decision_01_2022_accor_en_redacted_en.pdf

cantly higher fine for the identified transparency viola-
tions due to the additional violations of Art. 6(1) GDPR
(lack of legal basis for the processing of personal data).
This is because the proposed fines did not meet the re-
quirement of an effective, proportionate and dissuasive
effect. The further implementation of the decisions will
take place in the coming reporting year.

Cross-references:

3.3.2 Implementation EDPB Strategy, 3.3.7 Guidelines
on Art. 60 GDPR, 3.3.10 Guidelines on approved certifi-
cations and codes of conduct as tools for third country
transfers, 4.4.1 CSAM Regulation, 5.1 European Health
Data Space,

3.3.2 Implementation of the EDPB strategy
2021-2023

In addition to its annual work programmes, the EDPB
has established an overarching strategy for the period
2021 to 2023. Coordinated data protection enforcement
mechanisms at the European level are a focal point in
the second year of joint implementation.

The four pillars of the EDPB strategy'® for the period
2021-2023

1. promoting harmonisation and facilitating legal con-
formity (compliance),

2. supporting effective enforcement and efficient co-
operation between national supervisory authorities,

3. afundamental rights approach to new technologies
and

4. the global dimension

and their implementation in the first year, which I
described in my last Activity Reports (30th AR No. 3.2.1,
29. AR No. 3.2). In this reporting year, [ have again been
involved in the implementation of the strategy at both
national and European level.

In order to implement the first pillar, the EDPB adopted
the designation and position of data protection officers
(in companies and public authorities, among others) in
terms of Articles 37-39 GDPR as a topic for its second
coordinated enforcement action in 2023. For the past
year, the EDPB had selected the use of cloud-based

services by the public sector as the first coordinated
action, which I am implementing in the area of federal
administration. The two coordinated measures follow
the EDPB’s decision in October 2020 to establish a Coor-
dinated Enforcement Framework (CEF)" (see No. 3.3.3).
Together with the Support Pool of Experts'?, the CEF is
a key measure of the EDPB’s strategy. The two initiatives
aim to strengthen enforcement and cooperation bet-
ween data protection authorities. The latter objective is
part of the agreement reached in Vienna in April 2022 to
improve cooperation on data protection enforcement at
the European level, especially in cross-border cases. '

In the second pillar, in accordance with this agreement,
the EDPB defined criteria for cross-border cases of stra-
tegic importance, in addition to the coordinated enforce-
ment framework (CEF)' and selected three initial strate-
gic cases for deepened and accelerated cooperation. As a
further result of the meeting in Vienna, the EDPB adop-
ted a list of partly obstructive aspects of national proce-
dural laws that should be harmonised at European level
to improve enforcement of the GDPR. The list addresses,
among other things, the status and rights of parties in
national administrative procedures, procedural dead-
lines in the cooperation procedure, requirements for the
admissibility or rejection of complaints, the investigative
powers of data protection authorities and the practical
implementation of the cooperation procedure. This
so-called “wish-list”*® was sent to the European Commis-
sion for consideration of possible improvements.

3.3.3 Coordinated Enforcement Action
2021/2022

European data protection supervisory authorities coor-
dinate their action in the first Coordinated Enforcement
Action (CEF) and investigate the use of cloud-based
services by the public sector

The Coordinated Enforcement Action is a planned
annual coordinated action of the European supervi-
sory authorities within the framework of the CEF. It is
an initiative of the EDPB to promote cooperation and
enforcement among supervisors and is a key measure of
the EDPB Strategy 2021-2023 (cf. 3.3.2). Here, a previ-
ously defined topic is worked on together according

to a pre-agreed methodology. The topic of the current

10 EDPB strategy for the period 2021-2023: https://edpb.europa.eu/our-work-tools/our-documents/strategy-work-programme/edpb-strategy-2021-2023_en
11 Information from the EDPB on the CEF: https://edpb.europa.eu/our-work-tools/our-documents/other/edpb-document-coordinated-enforcement-frame-

work-under-regulation_en

12 Information from the EDPB on the Pool of Experts: https://edpb.europa.eu/our-work-tools/our-documents/other/edpb-document-terms-reference-edpb-sup-

port-pool-experts_en

13 https://edpb.europa.eu/system/files/2022-04/edpb_statement_20220428_on_enforcement_cooperation_en.pdf
14 https://edpb.europa.eu/system/files/2022-07/edpb_document_20220712_selectionofstrategiccases_en.pdf
15 To the wish-list: https://edpb.europa.eu/system/files/2022-10/edpb_letter_out2022-0069_to_the_eu_commission_on_procedural_aspects_en_0.pdf
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and first Coordinated Enforcement Action is the use of
cloud-based services by the public sector. My authority
is participating in this as part of my responsibility for
data protection supervision of the federal administrati-
on, along with 21 other supervisory authorities, and has
conducted investigations into the use of cloud services
in the area of labour and health administration and the
ITZBund (Federal Information Technology Centre) as the
central service provider for cloud services of the federal
authorities.

The investigation started by the working group concerns
about 75 supervisory items from different subject areas.
The focus here is on, among other things, data transfers
to third countries and regulations in connection with
commissioned processing. Following the evaluation, a
joint report will be prepared and adopted by the EDPB.
After that, supervisors will decide on coordinated natio-
nal supervisory and enforcement measures.

Cross-references:

3.3.8 Implementation of the Controller-Binding Corpo-
rate Rules

3.3.4 EU systems: Central coordination of
supervision in the CSC

The responsibility for coordinating the supervision of
EU systems and institutions is already concentrated in
the Coordinated Supervision Committee of the EDPB,
and will be even more so in the future. Europol was
added this year, and other EU systems will follow in the
coming years.

In the Coordinated Supervision Committee (CSC) based
at the EDPB, the national supervisory authorities and the
European Data Protection Supervisor (EDPS) coordinate
their supervisory activities and support each other as far
as certain EU information systems and EU institutions
are concerned. The CSC is currently responsible for four
major areas. These are, first of all, the Internal Market
Information System (IMI), Eurojust and the European
Public Prosecutor’s Office. With the amendment of the
Europol Regulation (Ordinance) by Regulation (EU)
2022/991 in June 2022, the Advisory Board for Cooperati-
on (cf. 27th AR No. 9.2.3) was also dissolved and Europol
was transferred to the area of responsibility of the CSC.

In the coming years, the CSC'’s remit will be expanded
to include numerous EU systems. The already existing
systems Schengen Information System (SIS), Customs

Information System (CIS), Eurodac and Visa Information
System (VIS) are to be located at the CSC. At present,
separate Supervision Coordination Groups have been

set up for each of these. In future, the CSC is also to

be responsible for the planned EU systems European
Criminal Records Information System for Third-Country
Nationals and Stateless Persons (ECRIS-TCN), Entry/

Exit System (EES) and European Travel Information and
Authorisation System (ETIAS) as well as the EU Interope-
rability Framework.

Together with the respective country representation, I
actively participate in the regular meetings of the CSC
and the drafting of joint documents such as the prepa-
ration of a uniform information leaflet for data subjects
on the EU-wide use of IMI. In addition, I assumed the
vice-chairmanship in December 2021.

The CSC work programme for the period 2022-2024 is
available on the CSC section of the EDPB website.!® The
work in the committee focuses on the exercise of data
subjects’ rights and the promotion of the exchange of
information between the members as well as the im-
plementation of joint controls. In addition, there is the
preparation of the upcoming expansion of the CSC'’s area
of responsibility.

Cross-references:

3.5.3 New ETIAS Advisory Board on Fundamental Rights;
3.5.4 Report from the SCGs; 9.2.8 Coordinated checks on
alerts for covert/targeted checks in the Schengen Infor-
mation System

3.3.5 EDPB publishes guidelines on the right
of access to information

With the right of access, data subjects can find out what
data companies and authorities process and store about
them. With new guidelines, the EDPB provides more
clarity and consistency.

The right of access is very important in practice. Howe-
ver, the corresponding Art. 15 of the GDPR leaves a great
deal of room for interpretation, which has led to diffe-
rent opinions in the legal literature, among supervisory
authorities and to divergent court decisions. After more
than two years of work, the EDPB adopted guidelines on
the right of access!” in January 2022, on which I worked
as co-rapporteur.

Particularly important points identified in the guide-
lines:

16 https://edpb.europa.eu/csc/about-csc/work-programme-coordinated-supervision-committee_en
17 Guidelines 01/2022 on data subject rights - Right of access, available at: https://edpb.europa.eu/our-work-tools/documents/public-consultations/2022/guide-

lines-012022-data-subject-rights-right_en
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- The scope of the right of access is essentially based
on the definition of personal data (Art. 4(1) GDPR). A
restrictive interpretation does not take place. Inter-
nal documents and email correspondence can also
be included.

- The right to obtain a copy (Art. 15(3) GDPR) is not an
independent right, but a modality for fulfilling the
right of access. As a rule, however, a copy must be
given to data subjects.

- The controller has an obligation to take reasonable
steps to identify the data subject in order to prevent
personal data from being disclosed to unauthorised
third parties through the right of access. On the other
hand, however, no higher hurdles may be set up than
for the provision of the data itself.

- Iflarge amounts of data are processed, the control-
ler can transmit the information in several separate
layers, especially in the online context (so-called
layered approach).

- Arequest for information cannot be refused by the
controller solely on the grounds of the burden of re-
sponding or other considerations of proportionality.
The motivation behind a request for information is
basically irrelevant.

- The guidelines also provide information and concre-
te examples of the intervals at which data subjects
can assert their right of access. When is there fre-
quent repetition? At what point is the right of access
abused? For credit agencies, for example, an interval
of once a year is not excessive. In the case of abusive
requests, a request for access may exceptionally be
refused as excessive.

I welcome the common guidelines. During the negotia-
tions, I, together with my colleague from North Rhi-
ne-Westphalia, introduced the German interpretation
of the right of access according to Art. 15 GDPR into the
process. The guidelines represent a successful common
position of the European supervisory authorities and
make an important contribution to strengthening the
right of access in the EU. The EDPB has conducted a
public consultation on the guidelines and is currently
evaluating the comments received. The final text of the
guidelines is expected to be adopted by the EDPB in early
2023.

3.3.6 EDPB presents guidelines on fines

The EDPB has adopted new guidelines on the calcula-
tion of fines under the GDPR. They serve to harmonise

the practice of fining across Europe and provide points
of reference for calculating fines while leaving room for
discretion in individual cases.

In the case of breaches of the GDPR, national data pro-
tection supervisory authorities have so far used different
methods to calculate fines as a result of different legal
traditions and cultures. Through the guidelines adopted
in May 2022%, the practice of fining is now carried out
with the help of a uniform European methodology. The
guidelines are an important building block in an overall
development of data protection authorities towards grea-
ter convergence and a more strategic orientation of their
law enforcement.

The guidelines now issued by the EDPB on the calcula-
tion of fines under the GDPR neither specify mandatory
lump sums (so-called price tags) nor do they provide for
a purely mathematical calculation formula. Both would
be legally dubious and the latter, in my view, even illegal.
Instead, the guidelines provide guidance on starting
amounts and how these can be increased or decreased
by other discretionary factors. On the one hand, they
therefore lead to an approximation of the amounts of the
fines, but at the same time they also allow the necessary
scope for discretion in individual cases.

The guidelines ensure greater transparency for the exact
scope of application of the economic entity and also
confirmed the Union law principle of direct associati-

on liability (see also 29th AR No. 10.2). It is also to be
welcomed that, on the one hand, the deterrent high fines
foreseen by the European legislator are still possible,
especially against large corporations, while, on the other
hand, the particularities of micro, small and medi-
um-sized enterprises (SMEs) are sufficiently taken into
account in the exercise of discretion and the sensitivity
to punishment is not overstimulated.

It is now up to the national data protection authorities,
the EDPB and the national and European courts to fill
the new guidelines with life in their respective decisi-
on-making practice and to achieve real harmonisation
across Europe. It is also a litmus test of whether harmo-
nisation of data protection enforcement can succeed
with a national supervisory structure.

3.3.7 Guidelines on Art. 60 GDPR

The EDPB adopted the final version of the guidelines
on Art. 60 of the General Data Protection Regulation
(GDPR) in March 2022. The guidelines are part of the
EDPB's strategy and work programme for 2021-2023.
They are intended to support efficient cooperation and

18 https://edpb.europa.eu/our-work-tools/documents/public-consultations/2022/guidelines-042022-calculation-administrative_en
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rapid consensus-building between national superviso-
ry authorities in the cooperation procedure and thus
contribute to more effective enforcement of the requi-
rements of the GDPR. I acted as lead rapporteur in the
development of these guidelines.

One of the most important innovations introduced by
the GDPR is the so-called one-stop shop mechanism.
This mechanism states that in cases involving cross-bor-
der data processing, the supervisory authority of the
Member State where the main establishment of the con-
troller or processor is located shall be the lead authority
for the enforcement of the GDPR. At the same time, the
GDPR provides that data subjects can always also submit
their complaints to a supervisory authority at their habi-
tual place of residence. This supervisory authority is also
the contact for the complainants in the further course of
the complaint procedure. In order to meet these parallel
requirements, Art. 60 GDPR regulates the cooperation
procedure between the lead supervisory authority and
the other supervisory authorities concerned.

The Guidelines on Art. 60 GDPR refer, among other
things, to the interactions of the supervisory authorities
in this one-stop shop mechanism with each other and
to the cooperation with the EDPB itself. To this end, the
guidelines make the following key statements:

+  The cooperation procedure applies in principle to
any case of cross-border processing.

«  The lead supervisory authority is primarily respon-
sible for handling such cases, but is ultimately not
empowered to decide on its own.

«  The cooperation procedure does not affect the in-
dependence of the supervisory authorities. Rather,
they retain their own discretionary powers within
the framework of cooperation.

«  The supervisory authorities involved exchange all
relevant information with each other at an early
stage in order to reach a consensus (see No. 3.3.2)%.

A brief guide annexed to the guidelines is intended to
give staff in the supervisory authorities an overview of
the procedure and to illustrate the complex process.

Cross-references:

3.3.2 Implementation of the EDPB strategy 2021-2023

3.3.8 Binding internal data protection rules -
news from the Binding Corporate Rules

Binding corporate rules (BCRs) are an appropriate
guarantee of Chapter V of the General Data Protection
Regulation (Art. 47 GDPR) for the transfer of personal
data from the EU to third countries within a group of
companies (cf. 30th AR No. 3.2.2.2). Last year, the EDPB
issued statements on a large number of BCRs, on the ba-
sis of which these BCRs were approved by the national
supervisory authorities. In addition, the EDPB Expert
Subgroup International Transfers (ITS ESG) dealt with
the further development of the EDPB‘s BCR acceptance
procedure with regard to its efficiency (quality assuran-
ce, acceleration, simplification).

In the IT S ESG, which deals with the BCR procedure
with regard to specific and general issues, I am represen-
ted together with representatives of the supervisory au-
thorities of the federal states. In the reporting year, the
work on Recommendations 1/2022 on the application for
approval and on the elements and principles to be found
in Controller-Binding Corporate Rules (Art. 47 of the
GDPR)® - hereinafter: BCR-C Referentials - revising the
EDPB’s Working Paper WP 256 rev.01% and the associated
application form WP 264 should be highlighted.

In terms of content, the BCR-C Referentials were ad-
apted?® to the requirements of the Schrems II ruling of
the ECJ* on the basis of the new standard contractual
clauses of the European Commission for the transfer of
personal data to third countries. In addition, results or
agreements that have become apparent in the course of
the review of specific BCR applications since the entry
into force of the GDPR were taken into account. The
description of the required BCR elements was clarified
accordingly in order to facilitate both the application

19 Improving informal cooperation is also part of the agreement reached in Vienna in April 2022 to improve cooperation on data protection enforcement at the
European level: https://edpb.europa.eu/system/files/2022-04/edpb_statement_20220428_on_enforcement_cooperation_en.pdf
20 BCR-C Recommendations, 1/2022, available at: https://edpb.europa.eu/system/files/2022-11/edpb_recommendations_20221_bcr-c_referentialapplication-

form_en.pdf

21 WP 256 rev.01, available at: https://ec.europa.eu/newsroom/article29/items/614109/en

22 Standard application form (WP 264), available at: https://edpb.europa.eu/our-work-tools/our-documents/recommendation-standard-application-form-appro-
val-controller-binding_en https://edpb.europa.eu/sites/default/files/files/file2/wp264_art29_wp_bcr-c_application_form.pdf

23 Standard contractual clauses for the transfer of personal data to third countries, available at: https://ec.europa.eu/info/law/law-topic/data-protection/inter-

national-dimension-data-protection/standard-contractual-clauses-scc/standard-contractual-clauses-international-transfers_de https://ec.europa.eu/info/sites/

default/files/1_de_annexe_acte_autonome_cp_partl_v3.pdf

24 “Schrems II” ECJ judgment of 16/07/2020, Case C-311/18, available at: https://curia.europa.eu/juris/document/document.jsf?docid=228677&mode=Ist&pageln-

dex=1&dir=&occ=first&part=1&text=&doclang=DE&cid=40595668
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and the work of the inspecting supervisory authorities.
The results were adopted by the 71st EDPB plenary
meeting in November 2022. The revision of the so-called
“BCR-P Referentials” for processors (WP 257 rev.01% and
the associated application form WP 265%) will follow.

In addition, the templates for the EDPB statement and
the national supervisory approval decision were adapted
to take into account the consequences of the Schrems II
ruling as well as to explain the scope of a BCR approval,
also with regard to the aforementioned changes in the
“BCR-C Referentials”.

3.3.9 EU-U.S. data privacy framework (Privacy
Shield successor)

The ECJ had declared the US adequacy decision, the
so-called “Privacy Shield”, invalid in the Schrems II
ruling (Case C-311/18%). The European Commission

and the US government then negotiated a successor
regulation based on the requirements resulting from
the ECJ ruling. After the announcement of the agree-
ment in principle by both sides in March 2022, Execu-
tive Order 14086 on ‘Enhancing Safeguards for United
States Signals Intelligence Activities'?, published on 7
October 2022, there followed a further step towards the
successor to the Privacy Shield, the EU-U.S. Data Privacy
Framework (EU-U.S. DPF). And finally, with the publica-
tion of the draft adequacy decision on the EU-U.S. DPF,
the launch of the adoption procedure and the invitation
to EDPB to submit comments followed. I will be intensi-
vely involved in this.

Background - Schrems II ruling of the ECJ:

With the Schrems II ruling, the EC]J (op. cit.) had again
clarified and specified the requirements for the transfer
of personal data to the USA. As the ruling invalidated the
EU’s adequacy decision for the US, personal data could
no longer be transferred to the US on this basis. The
ruling also states that standard data protection clauses
must be supplemented with additional measures (sup-
plementary measures), if necessary, so that the data en-
joys an equivalent level of protection in the third country
as in the EU. If no appropriate measures are available, a
transfer of personal data is unlawful. The ECJ justified

the lack of protection in the USA in particular by stating
that the legal provisions on the basis of which American
security authorities could access personal data transfer-
red to the USA were disproportionate and thus viola-

ted Article 52(1)(2) of the EU Charter of Fundamental
Rights (Schrems II judgment, loc. cit., para. 184 et seq.).
Secondly, there was no effective legal protection against
access by the American security authorities that met the
requirements of Article 47 of the EU Charter of Funda-
mental Rights (Schrems II judgment, loc. cit., para. 199).

The significant impact of the ruling on data transfers -
not only to the USA, but to third countries in general - as
well as the audit requirement of an implementation of
“supplementary measures”, not only with regard to the
standard data protection clauses, but also with regard to
other transfer instruments (appropriate safeguards) wit-
hin the meaning of Art. 46 GDPR, have since posed great
challenges to controllers, processors and also superviso-
ry authorities. Promptly after the ruling, which did not
contain any further explanation of the term “supplemen-
tary measures”, the EDPB had published Recommenda-
tions 01/2020% in this regard, which contain examples of
potentially effective technical, organisational or cont-
ractual measures to secure a data transfer. It should be
noted, however, that data exporters (explicitly empha-
sised by the ECJ) have the responsibility to examine the
level of protection in the third country for each data
transfer (Schrems II judgment, op. cit., para. 134) and, if
necessary, to provide for “supplementary measures” for
the protection of data transferred to a third country (op.
cit., para. 131).

Against this background, and in order to achieve legal
certainty, it is important that data transfers to the US are
placed on a new, consistent legal basis. However, this
goal could not be achieved without changes in US law.

Developments on the EU-U.S. DPF:

In a joint statement on 25 March 2022, EU Commissi-

on President von der Leyen and U.S. President Biden
announced that an agreement in principle had been
reached on a new EU-U.S. data protection framework
(EU-U.S. DPF)®. This is now intended to be the successor
to the Privacy Shield, which was declared invalid by the
EC]J in its Schrems II ruling.

25 WP 257 rev.01, available at: https://ec.europa.eu/newsroom/article29/items/614110/en
26 Standard application form (WP 265), available at: https://ec.europa.eu/newsroom/article29/items/623848/en
27 “Schrems II” ECJ judgment of 16/07/2020, Case C-311/18, available at: https://curia.europa.eu/juris/document/document.jsf?docid=228677&mode=|st&pag-

elndex=1&dir=&occ=first&part=1&text=&doclang=DE&cid=40595668

28 Executive Order 14086 available at: https://www.whitehouse.gov/briefing-room/presidential-actions/2022/10/07/executive-order-on-enhancing-safegu-

ards-for-united-states-signals-intelligence-activities/

29 EDPB Recommendations 1/2020, available at: https://edpb.europa.eu/our-work-tools/our-documents/recommendations/recommendations-012020-measu-

res-supplement-transfer_en

30 Joint Statement EU COM/ USA available at: https://ec.europa.eu/commission/presscorner/detail/en/ip_22_2087
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The first significant provision for a Privacy Shield
successor came on 7 October 2022 with Executive Order
14086 on ‘Enhancing Safeguards for United States Signals
Intelligence Activities’ signed by President Biden®'. To-
gether with the Data Protection Review Court (DPRC) Or-
der issued by the Attorney General®, the Executive Order
now fleshes out the agreement in principle announced
in March. The purpose of the Executive Order is to in-
troduce safeguards to address and remedy what the EC]J
has found to be legally insufficient. The amendments
concern in particular the proportionate restriction of
access by US intelligence services to data of non-US citi-
zens, the stronger internal monitoring of data protection
within the intelligence services and the establishment of
a complaints mechanism for non-US citizens.

The Department of Justice’s Executive Order and regula-
tions for the DPRC are supplemented by Department of
Commerce regulations regarding data protection certifi-
cation for companies covered by the EU-U.S. DPF, which
is a prerequisite for being able to make data transfers
from the EU to the U.S. on the basis of the envisaged EU-
U.S. adequacy decision.

Further procedure/outlook:

The European Commission has now prepared a draft
adequacy decision on this basis and launched the
procedure for its adoption on 13 December 2022%. This
includes obtaining a non-binding statement from the
EDPB. In the context of the statement, the European data
protection supervisory authorities will now discuss the
draft for the new adequacy decision in detail. I will be
intensively involved in this work and, together with my
European colleagues, will in particular check whether
the ECJ’s requirements from the Schrems II ruling have
been effectively implemented by the changes in US law
and whether the other data protection requirements
have also been met.

In the procedure, the European Parliament can also
adopt a resolution on the adequacy decision and, finally,
the Committee of Permanent Representatives of the EU
Member States must confirm the draft decision in ac-
cordance with Article 5 of Regulation (EU) No. 182/2011
(Comitology Regulation). Provided that the aforementi-
oned procedural steps can be successfully completed,
the European Commission will publish the decision in

31 Forthe link to the Executive Order, see Footnote 2

the Official Journal of the European Union. Companies
can then certify under the EU-U.S. DPF.

Data transfers from the EU to the US could then take pla-
ce on the basis of the adequacy decision without further
measures.

3.3.10 Guidelines on approved certifications
and codes of conduct as instruments for
third-country transfers

The General Data Protection Regulation (GDPR) provi-
des that personal data may only be transferred to third
countries without an adequacy decision if appropriate
safeguards are provided for. These guarantees may,
for example, consist of approved codes of conduct or
certification mechanisms as transfer instruments for
third-country transfers. To this end, the European Data
Protection Board (EDPB) adopted two corresponding
guidelines in the reporting year based on the prelimi-
nary work of the Expert Subgroup International Trans-
fers (ITS ESG).

On one hand, there are the guidelines on certification
as a tool for transfers (Guidelines 07/2022)%*, and on the
other, the guidelines on codes of conduct as tools for
transfers (Guidelines 04/2021)®. I was the main rappor-
teur for the former and co-rapporteur for the latter. On
the one hand, the guidelines serve as orientation for the
development of certifications or codes of conduct, and
on the other hand, they also set the framework for the
data protection supervisory authorities who approve
the instruments. In addition, in the case of certifica-
tion, they supplement existing guidelines on national
certification and accreditation for data transfers to third
countries.

The special feature of the two transfer instruments lies
in their nature as self-regulatory mechanisms. Compa-
nies and organisations that become certified or join the
approved codes of conduct must permanently comply
with the specified requirements. In turn, these cont-
rollers may use the transfer tools to meet their accoun-
tability (compliance with the GDPR). Compliance with
the specified requirements is primarily monitored by

a certification body or a monitoring body. Moreover,
secondarily, possibilities of control and sanction remain
with the supervisory authorities.

32 Regulation on the DPRC, available at: https://www.justice.gov/opcl/redress-data-protection-review-court
33 EU COM press release and publication of the draft adequacy decision on the EU-U.S. DPF, available at: https://ec.europa.eu/commission/presscorner/detail/en/

IP_22_7631

34 Guidelines 07/2022 on certification as a tool for transfers: https://edpb.europa.eu/our-work-tools/documents/public-consultations/2022/guidelines-072022-cer-

tification-tool-transfers_en

35 Guidelines 04/2021 on codes of conduct as tools for transfers: https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-042021-codes-con-

duct-tools-transfers_en
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Thus, the EDPB has now published on all transfer instru-
ments (“appropriate safeguards” within the meaning of
Art. 46 GDPR)*

Cross-references:

3.1 Overview of committee work, 3.3.8 Binding internal
data protection rules - News from the Binding Corporate
Rules, 3.4 G7 Roundtable

3.4 G7 Roundtable

On the occasion of this year’s German G7 Presidency,
the second edition of the Roundtable of Data Protection
Supervisory Authorities of the G7 countries took place
under my chairmanship. The main topic was “Data Free
Flow with Trust”, i.e., the issue of trustworthy interna-
tional data transfers. In the adopted communiqué, the
G7 data protection supervisory authorities stress the
importance of respecting democratic values and rule-
of-law standards. The G7 Roundtable meeting is to be
continued as a permanent format in the coming years.

In 2021, the British G7 Presidency initiated a meeting

of the G7 data protection authorities (G7 DPA) for the
first time, which dealt with the important issue of Data
Free Flow with Trust (DFFT) (cf. 30th AR No. 3.4.1). In
2022, Germany had assumed the presidency of the G7.

I particularly welcomed the fact that DFFT remained a
priority topic under the German Presidency. For examp-
le, in their declaration®, the G7 digital ministers under-
lined the importance of democratic values for DFFT and
adopted a G7 action plan to promote DFFT®*. This action
plan is explicitly supported in the declaration of the G7
heads of state and government® and also provides for
the continuation of the roundtable meetings (G7 DPA
Roundtable).

It was a great honour for me to host the G7 DPA Round-
table 2022. For the first physical meeting of this format,
I invited the data protection commissioners of the G7
countries, the chair of the European Data Protection
Board and the European Data Protection Supervisor to
Bonn in September 2022.

G7 Leaders Communiqué
can be found here:

(Scan QR-Code or click)

The President of the Federal Cartel Office as well as
representatives of the OECD and civil society also partici-
pated as guests. This roundtable focused on the main
topic of DFFT, an exchange of experience and knowledge
with regard to possible perspectives on international
data spaces. The Communiqué 2022% emphasises that
the promotion of DFFT includes, in particular, respect
for democratic values and the rule of law. This goes hand
in hand with limiting state access to privately stored data
to what is necessary and proportionate in democratic
societies. Discussions on DFFT focused on identifying
elements of alignment between existing regulatory
approaches and transfer instruments (such as standard
contractual clauses, certifications and codes of conduct)
in order to promote interoperability between different
legal systems and instruments. Also of particular note is
the work on data minimisation and purpose limitation,
two fundamental principles of the GDPR that also play
an important role for the data protection supervisory
authorities from the UK, USA, Canada and Japan. Consis-
tent enforcement of these principles is crucial to bring
data-based business models in line with the legitimate
expectations of consumers. It specifies that only the per-
sonal data required for the use of the respective service
be collected. Other important topics of the exchange
were the promotion of privacy-enhancing technologies,
legal and technical standards for de-identification tools
and the role of data protection in an ethical approach to
artificial intelligence.

Although the 2021 and 2022 meetings were each part

of the official G7 Digital Track, this is a stand-alone
format of independent data protection supervisory
authorities. It is important that they are involved in the
discussions on the free movement of data. That is why,
in Communiqué 2022, G7 data protection supervisory
authorities encouraged their governments to ensure that
dialogue between policymakers and regulators beco-

36 To be found at: https://edpb.europa.eu/our-work-tools/general-guidance/guidelines-recommendations-best-practices_en
37 The “Ministerial Declaration G7 Digital Ministers’ meeting” is available at: https://bmdv.bund.de/SharedDocs/DE/Anlage/K/g7-praesidentschaft-final-declarati-

on.pdf?__blob=publicationFile

38 The “G7 Digital Ministers’ Track - Annex 1 G7 Action Plan for Promoting Data Free Flow with Trust” is available at: https://bmdv.bund.de/SharedDocs/DE/Anla-

ge/K/gT-praesidentschaft-final-declaration-annex-1.pdf?__blob=publicationFile

39 The “G7 Leaders’ Communiqué Elmau, 28 June 2022” is available at: https://www.g7germany.de/resource/blob/974430/2062292/9c213e6b4b36ed1b-

d687e82480040399/2022-07-14-leaders-communique-data.pdf?download=1

40 The Communiqué 2022 is available at: https://www.bfdi.bund.de/SharedDocs/Downloads/EN/G7/Communique-2022.html?nn=422292
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mes an integral part of the G7 digital agenda where data
protection issues are concerned. This notwithstanding,
it was agreed that the annual high-level meetings would
continue regardless of whether or not they are an official
item on the agenda of the respective G7 Presidencies. In
addition, an intra-year exchange at expert level is also
planned in three new working groups on the topics of
emerging technologies, enforcement cooperation and
free and trusted data flows (DFFT). The working groups
are preparing for the upcoming G7 Data Protection
Roundtable, which will take place in 2023 under the
Japanese chairmanship.

Cross-references:

3.3.9 EU-U.S. Data Privacy Framework (Privacy Shield
successor), 3.3.10 Guidelines on approved certifications
and codes of conduct as tools for third-country trans-
fers, 3.5.1 44. Annual conference of the Global Privacy
Assembly 2022

3.5 Other international bodies

3.5.1 Annual conference of the Global Privacy
Assembly 2022

For the first time since 2019, representatives of data
protection authorities from around the world were able
to meet again for their annual conference in person.
The Turkish data protection authority had invited to the
44th annual conference of the Global Privacy Assembly
(GPA) in Istanbul. Questions of principle on internati-
onal data transfers and new technologies were discus-
sed. My second term on the GPA's Executive Committee
began in autumn 2022.

After two virtual meetings in 2020 and 2021, the 44th
GPA annual conference was hosted by the Turkish data
protection authority “Kisisel Verileri Koruma Kurumu”
(KVKK) in Istanbul from 25 to 28 October 2022. Several
hundred participants gathered under the motto “A Mat-
ter of Balance. Privacy in The Era of Rapid Technological
Advancement”. New members include the Kenyan data
protection authority and the California Privacy Protecti-
on Agency (CPPA), which was established at the level of
the state of California in the USA as the first dedicated
data protection authority. Accompanied by a delegation
of experts, I took part in the conference and contributed
in various formats.

The keynote presentations and discussion sessions,
which were open to all participants, focused on advan-
cing technological developments in the field of facial

41 Resolution of 28 October 2022, available at: https://www.bfdi.bund.de/gpa
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recognition, artificial intelligence and blockchain tech-
nology, as well as related challenges for data protection.
Other focal points were questions on cross-border data
transfers and data protection risks in the field of huma-
nitarian aid, as well as for vulnerable groups such as
children and minors. Together with the chairwoman of
the French data protection authority “Commission Nati-
onal de L'Informatique et Libertes” (CNIL), Marie-Laure
Denis, I gave a keynote speech on “Convergence of data
protection rules in cross-border data transfers”. Several
of my colleagues from the European Data Protection
Board (EDPB) participated in various presentations and
discussion panels, expressing the positions of the Ge-
neral Data Protection Regulation (GDPR). In the closed
session of the conference, to which only GPA-accredi-
ted members and observers are admitted, the working
groups, the strategic direction sub-committee and vari-
ous GPA members and observers reported on significant
results and activities since the last annual conference
in autumn 2021. In this context, I was able to report on
the work of the “International Working Group on Data
Protection in Technology” (IWGDPT), also known as the
Berlin Group (see No. 3.5.2).

In addition, the GPA members adopted the following
resolutions*:

- Resolution amending the roadmap and timetable for
the establishment of a member-funded secretariat,

- Resolution on capacity building for international
cooperation to improve cyber security regulation
and understanding of the damage caused by cyber
incidents,

- Resolution on the principles and expectations for the
appropriate use of personal data in facial recognition
technology.

From an organisational point of view, there was a new
composition of the GPA’s governing body, the “Executive
Committee”. The Jersey Information Commissioner,
Paul Vane, was elected as a new member. I myself was
confirmed as a member of the Executive Committee for
a second term until autumn 2024. The next GPA annual
conference will be hosted by the Bermuda Privacy Com-
missioner in October 2023.

Cross-references:

3.5.2 Berlin Group, 4.4.3 EDPB Guidelines on the use of
facial recognition technology
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3.5.2 Berlin Group

After I assumed the chairmanship of the Internatio-

nal Working Group on Data Protection in Technology
(IWGDPT) on a permanent basis last year, the so-called
“Berlin Group” was able to meet again this year and gain
new members.

In March 2021, I took over the chairmanship of the Inter-
national Working Group on Data Protection in Techno-
logy (IWGDPT) from the Berlin Commissioner for Data
Protection and Freedom of Information (cf. 30th AR,

No. 3.4.2). The IWGDPT, also called the “Berlin Group”
because of its history, is an international group of data
protection supervisory authorities, non-governmental
organisations, experts from the fields of science and
research and think tanks.

After the work of the Berlin Group in 2021 was still
marked by the restrictions of the coronavirus pandemic,
the group was able to return to its usual rotation of two
meetings per year in 2022 under my leadership in Tel
Aviv and London. After focusing on smart cities and
facial recognition technology in 2021, this year the group
finalised the corresponding working papers. Furthermo-
re, the topics of telemetry data and digital central bank
money were taken up again, on which working papers
will be adopted in the coming year.

In order to provide the Berlin Group’s recommendations
to companies, legislators, data protection authorities and
other stakeholders even earlier, the group will increa-
singly look at which technologies and fields of applica-
tion are about to enter the market and draft papers on
them. In preparation, the relevant work of the members

(“future foresight”, “tech radar”) was presented and
discussed.

In addition to the substantive work on the aforementi-
oned working papers, I was able to win over new partici-
pating organisations to join the Berlin Group in 2022 in
discussions with international data protection authori-
ties and interest groups, e.g., the UN Special Rapporteur
on the Right to Privacy. My aim is to further increase the
diversity of the group and the intensity of the dialogue,
as well as to make their expertise and work results more
visible.

3.5.3 New ETIAS advisory body on fundamen-
talrights

The independent ETIAS advisory body on fundamental
rights has been newly established to monitor the so-cal-
led ETIAS monitoring rules. One of my staff members
also represents the EDPB on this committee.

The new European Travel Information and Authorisati-
on System (ETIAS) is scheduled to become operational
in 2023 and concerns third-country nationals who wish
to enter the EU and are exempt from the visa require-
ment. The system aims to check whether the presence of
these people poses a risk to EU security, a risk of illegal
immigration or a high risk of epidemics. One means

by which this check is to be carried out is the so-called
ETIAS monitoring rules, a profiling algorithm based on
specific risk indicators. An independent ETIAS Funda-
mental Rights Guidance Board has been created especi-
ally with regard to the definition and application of these
risk indicators. It consists of the Fundamental Rights
Officer and a representative of the Fundamental Rights
Consultation Forum of the European Border and Coast
Guard Agency Frontex, as well as the European Data
Protection Supervisor, the European Union Agency for
Fundamental Rights and the EDPB. I am pleased that the
EDPB has appointed one of my employees as a repre-
sentative and that he has also been elected chair of the
ETIAS Fundamental Rights Guidance Board. In this way,
it is possible for me to actively work towards the respect
of fundamental rights, in particular the protection of pri-
vacy and personal data, as well as non-discrimination.

Cross-references:

3.3.4 EU systems: Central coordination of supervision in
the CSC

3.5.4 Report from the SCGs

In the framework of the different Supervision Coordi-
nation Groups (SCGs), the European data protection
authorities and the European Data Protection Supervi-
sor (EDPS) work together to coordinate data protection
supervision of the EU’s large-scale IT systems. The
focus this year was on the coordination of controls, the
planned digitalisation of the visa procedure, the intero-
perability of the various EU systems, the implementa-
tion of the new Schengen legal acts and the revision of
the Schengen evaluation mechanism.

VIS/Eurodac SCG

The current discussions focused on the far-reaching
changes to the VIS Regulation and the Visa Information
System. Legal changes have created significant oppor-
tunities for automated matching of VIS data with other
systems. The circle of authorities potentially entitled to
access has thus been expanded. The representatives of
the data protection authorities agreed that the entire ar-
chitecture of the information systems must be analysed
from a data protection point of view in order to counter-
act risks for data subjects arising from the interoperabili-
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ty of the various systems. In addition, the data protection
implications of the planned digitalisation of the visa

procedure were discussed with representatives of the EU
Commission. The consultations on this are still ongoing.

(D)

The Visa Information System (VIS) is a system for the

Visa Information System

exchange of visa data between the Schengen States
in connection with the application for, examination
of and decision on short-stay visas in the Schengen
area.

Eurodac Regulation

Eurodac (European Dactyloscopy) is a database of
fingerprints of asylum seekers and illegal immigrants
apprehended in the EU to ensure the effective appli-
cation of the Dublin Convention on the processing of
asylum applications.

Regarding the planned amendment of the Eurodac
Regulation and the associated data protection risks (e.g.,
lowering the age for mandatory fingerprinting from 14
to 6 years), the group adopted a letter to the European
Parliament to raise its awareness accordingly. In particu-
lar, it criticised the fact that the necessity and proportio-
nality of lowering the age were not sufficiently justified.
In addition, while the group welcomed the provisions on
“child-friendly consultation”, it saw a lack of criteria for
this wording.SIS II SCG

In the SIS II SCG, I deal with the coordinated supervision
of the second-generation Schengen Information System
(SIS II). In addition to the controls on Article 36 alerts

in the SIS, a focus of work for this SCG was the imple-
mentation of the new SIS Regulations (EU) 2018/1860,
2018/1861 and 2018/1862. In this regard, I have also been
intensively involved at the national level within the
framework of the departmental consultations on the law
for the implementation of these regulations (SIS III law).
These regulations create new categories of alerts in the
SIS and partially expand the collection of data for exis-
ting categories of alerts; in addition, more authorities
will have access to data in the SIS. Legal and technical
developments were continuously monitored by the SIS II
SCG. In order to also sufficiently inform the public about
significant changes in the new legal acts, for example,
information campaigns as well as further information on
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data subjects’ rights were discussed, which are currently
being implemented.

Another focus of the SCG’s work was the revision of the
Schengen evaluation mechanism. Schengen evalua-
tions involve a review of the Schengen states by teams
composed of experts from the Member States and the
Commission. National authorities are also reviewed with
regard to the implementation of data protection. My staff
regularly participate as experts in evaluations in other
countries, this year for example in the evaluations in
Norway and Iceland. The mechanism underlying these
evaluations has now been adapted by Regulation (EU)
2022/922. In the run-up, I was involved in the legislative
process at both national and European level. In the con-
text of the SIS II SCG, for example, a letter was drafted to
the European bodies involved in the legislative process
to draw attention to relevant data protection aspects in
the implementation. From my point of view, important
points have been legally anchored or have been promi-
sed, such as special training for the experts.

CIS SCG

In this coordination group, I deal with the coordinated
monitoring of the Customs Information System (CIS),
in the reporting year in particular the coordinated,
Europe-wide review of data protection training on the
CIS by the authorities connected to the system. For this
purpose, a questionnaire was first developed by the SCG,
which was distributed to the responsible bodies via the
national data protection authorities for their response.
During my review of the Customs Criminal Investiga-
tion Office in this regard, I did not find any indications
that there were deficits in data protection training. The
collected national responses to the questionnaire are
currently being analysed at European level.

Cross-references:

9.2.8. Coordinated checks on alerts for covert/targeted
checks in the Schengen Information System



il) Main topics

4.1 Research data

Research is the foundation of social progress. Increa-
singly, research requires large amounts of data for this
purpose, including personal data. Therefore, it is right
that the General Data Protection Regulation gives rese-
arch a privileged position. The coronavirus pandemic
has shown us, sometimes painfully, that there are still
major challenges, especially in research with health
data in Germany; in addition to data protection issues,
the focus here is on inadequate recording, incompatible
data formats and insufficient digital reporting channels.
As the BfDI, it was important to me to make this topic
the focus of my work in the reporting period and to use
various initiatives and events to promote greater under-
standing between the stakeholders involved and to show
how more research with personal data that complies
with fundamental rights can succeed.

4.1.1 Research with Health Data Symposium

There were controversial and constructive discussions
at the BfDI Symposium 2022. All participants agreed
that changes are needed in the future, especially in
research with health data. The event was so successful
that further symposia are planned for the future.

On 3 November 2022, numerous stakeholders met for
the BfDI symposium with the topic “Research with
Health Data - Challenges in the Sign of the General Data
Protection Regulation” in the auditorium of the Kaiserin
Friedrich Foundation in Berlin.

About 80 invited guests from politics, science & rese-
arch, authorities and companies exchanged views with
representatives of the BfDI on the status and possibilities
of data protection-compliant research with (health) data.
Interested citizens also had the opportunity to follow the
event in parallel via a stream on the internet.*

Recording of the event
can be found here:

(Scan QR-Code or click)

Particular emphasis was placed on the current legisla-
tive developments both in Europe and in Germany. The
discussions were lively, controversial and at the same
time constructive.

With regard to developments in Europe, it was very
clearly shown that the European Commission, in its
currently submitted draft regulation of 3 May 2022 on a
European Health Data Space (EHDS), has not sufficiently
taken into account essential legal principles (e.g., Art.

8, 52 EU Charter of Fundamental Rights), at least from
the perspective of the data protection authorities. For
example, it was pointed out that the circle of bodies
obliged to provide data and the circle of bodies entitled
to submit applications were both defined too broadly in
the draft regulation. The currently envisaged obligation
to provide data without exception and the insufficient
granting of data subjects’ rights, especially in the area of
secondary data use, were also criticised.

In the course of the symposium, the speakers empha-
sised several times that there is still sufficient room for
improvement not only in Europe, but also in Germany.

So, it is certainly to be agreed with when - as was the
case several times during the symposium - the German
supervisory authorities are called upon to make even
more efforts towards unified legal views. The superviso-
ry authorities are already working on this, for example,
in a taskforce jointly led by the Hessian State Data Pro-
tection Commissioner and myself.

42 Therecording of the event is still available at: https://www.bfdi.bund.de/aufzeichnungenhttps://www.bfdi.bund.de/DE/Service/Mediathek/Veranstaltun-
gen/2022-Symposium-Forschungsdaten/Symposium-Forschungsdaten-2022_mit_iframe.html
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Prof. Dr. Specht-Riemschneider during her lecture at the symposium on health data

However, it also became clear that the demand for uni-
form legal practice is not so much a matter for the super-
visory authorities as for the legislator. In this regard, I
pointed out several times during the discussions that the
partly contradictory state hospital laws in the individual
federal states, unused opportunities for national legal
clarification on the research opening clauses of the
General Data Protection Regulation and ultimately also
an unsuccessful regulation of data protection supervisi-
on for nationwide research projects in the “wrong” legal
code (Section 287a SGB V [Book V of the German Social
Security Code]), still hold sufficient potential for the
legislator here.

It is planned to hold the BfDI symposium regularly in
future and on changing, current topics.

Cross-references:

5.1 European Health Data Space
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4.1.2 Health Research Data Centre

The project of a rese arch data centre for health data
from the electronic patient record (ePA) and the data
transparency procedure is progressing and approa-
ching the home straight.

I have already reported on the development of the He-
alth Research Data Centre, a database with the pseudo-
nymised billing data of all statutorily insured persons,
which is maintained by the Federal Institute for Drugs
and Medical Devices (BfArM) as a register office, in
recent years (30th AR 6.4). The Health Research Data
Centre received a new conception due to legislative
changes in the Digital Care Act from 2019 and the Patient
Data Protection Act in 2020 (see 28th AR No. 5.6 and 29.
AR No. 7.3).

In this reporting year, I advised the Robert Koch Institute
(RKI), where the trust centre responsible for the pseudo-
nymisation of data records is located. Together with the
Federal Office for Information Security (BSI), details of
the procedure, the cryptographic methods, the hosting
architecture as well as the delivery pseudonyms and the
so-called cross-period pseudonym were dealt with, so
that I was finally able to give my consent to the procedu-
re.



D
Every year, the Health Research Data Centre recei-
ves the billing data of those with statutory health
insurance and makes it accessible for research pur-
poses. Various pseudonyms are used to protect data
subjects from identification: the delivery pseudonym
is used by health insurance companies when deli-
vering the data sets to the Research Data Centre and
replaces identifying information such as the health
insurance number. The so-called cross-period pseud-
onym is formed by the RKI. It is used for allocation at
the Research Data Centre and replaces the delivery
pseudonym, and thus also the health insurance num-
ber. In the case of a data release from the electronic
patient record, the cross-period pseudonym ensures
the allocation in the Research Data Centre.

In the case of an evaluation by third parties, the data
is always anonymised, i.e., the data set is prepared in
such a way that it is not possible to draw conclusions
about a person from the factual information.

In parallel, I regularly supported and advised the BfArM
and the Federal Ministry of Health on the individual de-
velopment steps of the register and its technical imple-
mentation. This is because a suitable anonymisation pro-
cedure tailored to the data structure, which is currently
being developed on behalf of the BfArM, is essential for
the safe use of the data for research purposes. To ensure
optimal application to the later overall data set, I went
along with the BfArM’s plan to use a partial data set for
development under certain conditions. The partial data
set consists of the data from the reporting year 2016 and
was processed in advance using special methods agreed
with me in order to protect data subjects, but without
losing the characteristics of the real data set.

In addition to the data from the data transparency proce-
dure, the data from the electronic patient record that is
voluntarily released for research purposes is an import-
ant data source for the Research Data Centre. Structured
data, so-called medical information objects (MIO), such
as vaccination certificates, can be selected for release.
Before transmission to the Research Data Centre, the
identifying data fields, for example, the name or date of
birth, are removed or pseudonymised. I am also involved
in the development of this pseudonymisation procedure.

Overall, the Health Research Data Centre project cont-
inues to make progress and is well on its way to finally
being available to authorised users. Nevertheless, there
is still some important work to be done and issues that
need to be addressed. For example, I still miss clear
regulations on the right to object.

4.1.3 Research Data Taskforce

Research projects with collaborative partners in diffe-
rent federal states have to deal with different legal bases
and supervisory authorities. In order to facilitate coor-
dination with and among the supervisory authorities
and thus ultimately support research, the Conference of
Independent Federal and State Data Protection Super-
visory Authorities (DSK) has formed its own expert
committee.

The Research Data Taskforce, co-chaired by the BfDI
and the Hessian Commissioner for Data Protection and
Freedom of Information, was established by the 102nd
session of the DSK in November 2021 as a further expert
body, similar to the working groups. The aim was to pro-
vide a flexible and timely opportunity to address current
issues in health research. In addition, it was intended as
a point of contact for the Medical Informatics Initiative
(MII), which is funded by the Federal Ministry of Educa-
tion and Research, and the Technology and Methods
Platform for the vernetzte medizinische Forschung e.V.
association. (TMF) and to structure and facilitate their
consultation.

One of the first topics was dealing with the research
project RACOON, which was formed in connection

with the coronavirus pandemic within the Network of
University Medical Departments (NUM) and aims at the
structured acquisition and comprehensive evaluation of
X-ray images of the lungs. Here, the well-known problem
became apparent that in the respective federal states,
different regulations in the hospital and data protection
laws allow or prevent the use of patient data to different
extents and with different prerequisites. The meetings
of the Research Data Taskforce enabled an exchange
among the supervisory authorities and coordinated com-
munication with the project promoters.

In further meetings, the work of the Research Data Task-
force was structured in relation to expected legislative
proposals on research with health data. Current publica-
tions and expert reports were evaluated in four working
groups. The results of the work finally led to a draft
resolution for the DSK: the Petersberg Declaration.
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In addition, possible adaptations and a module for the
international exchange of the model texts on MII con-
sent were discussed and deliberated.

4.1.4 The Petersberg Declaration

On the priority topic of “research”, the Conference of
Independent Federal and State Data Protection Supervi-
sory Authorities (DSK) adopted two resolutions this year
on my initiative. In the GDPR, research is privileged as a
purpose; extensive research with personal data or data
derived from it is possible with additional data protecti-
on measures. The DSK gave concrete indications above
all in the Petersberg Declaration of November 2022.

The 103rd meeting of the DSK in March 2022 adopted

a resolution on the key focus of “research” (“Scientific
research - naturally with data protection” and announ-
ced further proposals on this topic. As a follow-up to this
conference, the Research Data Taskforce dealt with the
legislative plans announced in the coalition agreement
on the use of research data and on medical registers,
based on legal opinions that had been written on these
topics on behalf of the federal government. One of the
main objectives of the Taskforce was to provide the
federal government with guidance in the formulation

of the draft legislation by giving it as concrete informa-
tion as possible in terms of data protection law and to
emphasise the importance of designing the planned
research regulations in a way that complies with data
protection law in order to ensure the necessary trust

of data subjects. The guiding formula here can be: The
higher the protection of data subjects through appropri-
ate measures, the more extensive and specific the use of
data can be.

The preliminary work of the Taskforce was the basis for
the draft of a “Resolution on enabling the use of health
data in scientific research in conformity with data pro-
tection”, which was adopted by the 104th DSK on 23/24
November 2022.%

Petersherg Declaration of E E

24 November 2022 T4
can be found here: -

(Scan QR-Code or click) E

This expresses key data protection concerns of the DSK:

- People must not be made mere objects of data
processing. They are at the centre of research - on
the one hand, they benefit from the findings; on the
other, they are exposed to the possible risks. The
processing operations must therefore be lawful and
always transparent for data subjects. Even if the
processing of their data in the public interest should
be legally permitted and not based on their consent,
there must always be the possibility for data subjects
to participate and shape it.

- Digital management systems such as data cockpits,
dashboards or portals should provide easily acces-
sible ways for data subjects to exercise information
control and participation.

- The most important protective measures include en-
cryption, pseudonymisation by independent trusted
agencies and the earliest possible anonymisation.

- The prerequisites for data access to the research
community, if possible to anonymised data sets, must
be checked by means of a suitable procedure (use-
and-access procedure).

- Special protection requirements must be met when
linking data sets from different sources. Appropria-
te procedures must ensure that legal and technical
requirements for data use are met.

- The responsibility under data protection law must be
laid down wit